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Abstract

Computational simulations of heat transfer to fluids at a supercritical pressure have been performed using an ‘in-house’ CFD code
written for two-dimensional axisymmetric flow and heat transfer based on the Favre averaging approach. Results are compared with
recently available direct numerical simulations (DNS) which provide a benchmark dataset ideal for model assessment. The objective
of the present study is to evaluate the performance of low-Reynolds number turbulence models in predicting mixed convection heat
transfer to fluids at supercritical pressure, especially paying attention to the features which enable them to respond to the modifications
of the turbulence field due to influences of flow acceleration and buoyancy. It has been found that a group of turbulence models which
were previously found closely reproducing mixed convection under conditions of constant properties do not perform well for flows con-
sidered in the present study due to an over-response to changes in the flow. Models which were less successful previously perform better.
The V2F model performs the best among all models tested. For strong-buoyancy-influenced cases, most models are able to reproduce
turbulence recovery reasonably well but not the improvement on heat transfer. This is attributed, at least partly, to the inability of tur-
bulence models in reproducing turbulent heat flux using a constant turbulent Prandtl number. The influence of the lack of a suitable
description of the axial turbulent heat flux has been shown to be insignificant except immediately after the commencement of heating.
� 2008 Elsevier Ltd. All rights reserved.
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1. Introduction

A fluid remains the same phase regardless of its temper-
ature when the pressure of the fluid is above the thermal
critical value, i.e., at a supercritical pressure. However,
the properties of the fluid can vary rapidly with both pres-
sure and temperature. In particular, the specific heat capac-
ity exhibits a sharp peak at a temperature known as
pseudo-critical temperature, Tpc. Other properties such as
density, viscosity and thermal conductivity also vary signif-
icantly within a small temperature window in the vicinity of
Tpc. In convective heat transfer applications involving flu-
ids near the critical condition, the diffusion of heat (by both
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molecular and turbulent action) can be strongly affected by
these variations of properties. Especially the variations of
density can affect turbulence production, either by virtue
of the flow acceleration due to thermal expansion of the
heated fluid or because of the influences of buoyancy. These
effects combined with large variations of specific heat and
thermal conductivity may have very important conse-
quences in terms of effectiveness of heat transfer.

Extensive studies on supercritical pressure heat transfer
were conducted in the 1960’s and 1970’s in support of the
development of conventional supercritical water power sta-
tions but much less studies have been conducted since then.
Recently there has been a renewed interest in the subject dri-
ven by active considerations in Europe, Japan, Canada and
America in the development of the Supercritical Water-
Cooled Nuclear Reactors (SCWR’s) [1,2] and several other
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Nomenclature

Bo* buoyancy parameter, ½¼ Gr�=ðRe3:425Pr0:8Þ�
cp specific capacity at constant pressure
Ce1, Ce2 constants in the e-equation
Cl constant in constitutive equation of eddy viscos-

ity model
D additional term in the k-equation or diameter
E additional term in the e-equation
f elliptic relation parameter
f1, f2 functions in dissipation equation
fl damping function in the constitutive equation
g acceleration due to gravity
Gk buoyant production
Gr* Grashof number, Gr� ¼ bgD4qw=ðkm2Þ
h heat transfer coefficient, qw=ðT w � T bÞ; enthalpy

k turbulent kinetic energy
Nu Nusselt number,
Nuf Nusselt number for forced convection
p pressure
P k turbulent shear production
Pr Prandtl number, Pr ¼ lcp=k
qw convective heat flux from the wall
r radial coordinate
R Radius of pipe
Re Reynolds number, Re ¼ ubD=m
�t2 temperature variance
T temperature
T t turbulence time scale ð¼ k=eÞ
u, v velocity components in x, r-directions
uv turbulent shear stress

v2 variance of the normal component of turbulent
velocity

x axial coordinate
y distance from pipe wall in the direction normal

to it
yþ non-dimensional distance from pipe wall,

qwyðsw=qwÞ1=2=lw

Greek symbols

b thermal expansion coefficient
e dissipation rate of k

et dissipation rate of
k thermal conductivity
l molecular viscosity
lt turbulent viscosity
m kinematic viscosity, m ¼ l=q
sw wall shear stress
q density
rk, re, rT turbulent Prandtl number for k, e and T

Subscripts/over-bars

0 inlet
b bulk
cp constant property
f forced
pc pseudo-critical
w wall
‘–’ over-bar used for conventional average
‘�’ over-bar used for Faver average
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new applications involving supercritical pressure fluids. For
example, supercritical pressure water oxidation (SCWO)
has emerged in recent years as a promising technology for
the de-structuring of toxic organic materials [3]. Carbon
dioxide operating at transcritical conditions has recently
been subjected to scrutiny as a refrigerant to replace CFCs
and HCFCs air conditioning equipment in order to reduce
the damage to the ozone layer [4,5]. There is also an interest
in using supercritical pressure hydrogen in the active cool-
ing of a reusable Earth-to-orbit hypersonic aircraft [6].

Comprehensive reviews of earlier experimental studies
on heat transfer to water and carbon dioxide at supercriti-
cal pressure were provided in two review papers [7,8]. More
recent studies include experiments carried out by Pitla et al.
[5] and Dang and Hihara [9] under conditions of cooling of
CO2 flowing in vertical tubes and Liao and Zhao [10,11]
and Jiang et al. [12] in mini/micro tube of diameters less
than 1 mm. In addition, measurements of wall temperature
were performed by Kim et al. [13] for several non-circular
channels including rectangular and triangular passages.

Considerable attention has also been devoted to model-
ling of flow and heat transfer involving fluids at supercrit-
ical pressure using computational fluid dynamics (CFD).
Youn and Mills [6] and Dang and Hihara [14] studied heat
transfer to supercritical pressure hydrogen and carbon
dioxide, respectively, under forced convection condition
using low-Reynolds number turbulence models. Because
buoyancy was considered insignificant and excluded in
the simulations, the main influences were from the non-uni-
formity of fluid properties and possibly thermally induced
flow acceleration. The turbulence models used were found
to be able to reproduce the experiments fairly well under
many conditions though there were big variations between
the performances of the various models.

Koshizuka et al. [15] and He et al. [16,17] conducted
numerical simulations of mixed convection to water and
carbon dioxide at supercritical pressure in vertical tubes.
Between the studies, a number of low-Reynolds number
turbulence models have been examined and predictions
compared with experiments under a wide range of condi-
tions. Overall it has been found that most low-Reynolds
number turbulence models examined can reproduce the
trend of flow laminarization and heat transfer deterioration
under the influence of buoyancy, although some models
can do much better than others in terms of quantitative
comparison with experimental data.



Table 1
Conditions of simulations

Case Type Dir. D (mm) qw (kW/m2) Bo* � 105

A Forced Up 1.0 61.74 0
B Mixed Up 1.0 61.74 0.141
C Mixed Up 2.0 30.87 1.124
D Mixed Up 3.0 20.58 3.794

Notes: (1) P = 8 MPa, Tin = 28 �C, Rein = 5400.
(2) Buoyancy parameter, Bo� ¼ Gr=ðRe3:425Pr0:8Þ.
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Lee and Howell [18] and Asinari [19] argued that density
fluctuations in supercritical pressure flow can be very
strong and make a significant contribution to momentum
and heat transfer. They have therefore retained terms such
as q0u0 and q0v0 in the formulation of their simulations and
developed models for them. Improvements over conven-
tional models have been found. Pitla et al. [4] adopted a dif-
ferent approach to tackle issues related to density
fluctuations. He used the Favre averaging approach instead
of the conventional Reynolds average but a rather basic
one-equation turbulence model developed for incompress-
ible flow was used to account for turbulence mixing.

More recently, commercial CFD packages have been
employed in simulations of supercritical pressure flow by
several groups, including Sharabi et al. [20] using Fluent,
Yang et al. [21] using Star-CD and Cheng et al. [22] using
CFX. A range of turbulence models embedded in the pack-
ages, including both low-Reynolds number and wall-func-
tion turbulence models, have been examined. Rather
encouraging results have been obtained in terms of repro-
ducing the general trends exhibited by the experimental
data. Simulations of non-circular channels, including sub-
channels of fuel bundles in nuclear reactors, have also been
attempted by all of these studies and useful results have
been obtained.

It has become clear from the recent computational stud-
ies reviewed above that, over quite a range of conditions,
suitably selected turbulence models can reproduce the gen-
eral trend of heat transfer enhancement and deterioration
exhibited by experiments of supercritical pressure flows,
but detailed comparison with experiments and the consis-
tency of performance can vary significantly from model
to model and for the same model, from condition to condi-
tion. The low-Reynolds number feature of turbulence mod-
els which enable them to respond to local flow distortions is
clearly very important to enable the model to reproduce the
influences of buoyancy and effects due to large variations of
fluid properties. Due to technical difficulties associated
with heated supercritical pressure flows, the majority of
experiments provide only heat transfer data. Very little
have been done in obtaining detailed information on the
flow and turbulence for supercritical pressure flow. This
has made it difficult to understand why turbulence models
perform the way they do and to improve their performance
and develop better models.

Recently, Bae et al. [23] have conducted direct numerical
simulations (DNS) of carbon dioxide at a supercritical
pressure flowing in a vertical tube subjected to heating
from the wall. The study has produced detailed informa-
tion on the flow, turbulence and thermal fields which is
extremely difficult to obtain from physical experiments,
hence providing a good opportunity for a detailed assess-
ment of the performance of turbulence models. Simulations
of the DNS data using a number of low-Reynolds number
turbulence models have been carried out by the present
authors which are presented in the present paper. The
objective is to evaluate the performance of the turbulence
models through detailed comparisons with the DNS data,
paying attention to the features which enable them to
respond to the modifications of the turbulence field due
to influences of non-uniformity of fluid property and
buoyancy.

2. Methodology

2.1. Brief description of the DNS of Bae et al. [23]

The governing equations solved in the DNS were based
on the full 3D Navier Stokes equations with the low-Mach-
number assumption with which the acoustic interactions
and compressibility effects were eliminated. Under such
conditions, the thermodynamic state variables such as den-
sity and enthalpy are independent of the fluctuations of
pressure which significantly reduced numerical difficulties
associated with the limitations on the maximum time steps
that could be used. The continuity, momentum and
enthalpy equations written in cylindrical coordinates in a
non-dimensional form were discretized using a conserva-
tive space-time scheme in which the velocity was staggered
by one-half grid spatially and one-half temporally with
respect to density and other scalar variables. The density
and other thermodynamic properties of CO2 were calcu-
lated using the computer program PROPATH [24]. A fully
developed flow of carbon dioxide which had been gener-
ated using an inlet flow generator entered the vertical tube
from either the top or bottom (dependent on whether an up
or downward flow was simulated) of the tube which was
heated uniformly from the wall. The inlet conditions are
P0 = 8 MPa, T0 = 301.15 K, Re0 = 5400 and Pr0 = 3.08.
Simulations for forced and mixed convection for both up
and downward flows were carried out for flows under a
range of conditions with increasing effects of buoyancy or
thermally induced acceleration. In the present study, we
have chosen a series of cases with increasing values of
buoyancy parameter but a fixed normalised heat flux. Con-
sequently, the acceleration effect can be considered the
same in all cases. Studies are focused on upward flow only.
The conditions of DNS cases which have been simulated in
this study are summarised in Table 1.

The DNS code was validated using the experimental
data of Shehata and McEligot [25] for strongly heated
internal gas flows with large variations of gas properties
due to heat transfer. The predictions of the overall heat
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transfer parameter, as well as the mean velocity and tem-
perature distributions were found to be in excellent agree-
ment with experimental data. Direct comparisons were
shown in the DNS paper [23]. Efforts have been also made
to compare DNS results with experiments of heat transfer
to supercritical pressure carbon dioxide of Fewster
and Jackson [33] based on ratios of Nusselt numbers
ðNu=NufÞ, where Nu is the local Nusselt number of mixed
convection and Nuf is that of forced convection. Excellent
agreement was achieved for both up and downward flows,
although the Reynolds number of the DNS was much
lower than that in the experiment.

2.2. Governing equations and turbulence modelling

The governing equations solved in the present study are
the Favre averaged form of the continuity, momentum and
enthalpy equations used in the DNS [23]. The Favre aver-
aging approach enables the strong fluctuations of density
under conditions of supercritical pressure to be simulated
while retaining the relatively simple form of the equations
obtained through the conventional Reynolds averaging
approach for incompressible flows. Unlike the DNS, the
flow is assumed to be 2D axisymmetric in the present study
and the governing equations for such a flow written in
cylindrical coordinates read:
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in which le is the effective viscosity defined by le ¼ �lþ �lt

and �lt is the turbulent viscosity, which is defined as
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in which fl is a damping function to account for near-wall
effects and Cl is a constant.
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in which Pr is the molecular Prandtl number and rT is the
turbulent Prandtl number. The over-bar ‘–’ and tilde ‘�’
represent conventional time averaging and Favre averag-
ing, respectively.

Turbulence models which have been developed for
incompressible flows are used by re-writing them in the
Favre averaging form. No special adjustment has been
made to the models. We are particularly concerned with
‘low-Reynolds number’ eddy viscosity turbulence models
since that feature has been found in earlier studies to be
essential to simulate ‘non-equilibrium’ flows such as these
under consideration here as mentioned earlier. We aim to
cover a broad spectrum of such models but with some
emphasis on those which were developed targeting at
improving mixed convection heat transfer. With this in
mind we have selected some ‘classical’ k–e models: Launder
and Sharma (LS) [26], Chien (CH) [27], a k–x model by
Wilcox (WI) [28], and some more recent models: Myoung
and Kasagi (MK) [29], Yang and Shih (YS) [30] and
Abe, Kondoh and Nagano (AKN) [31]. The k–e–v2–f
model of Behnia, Parneix and Durbin (V2F) [32] has also
been included since this model has been found to perform
better than many k–e models in some recent studies of var-
iable property heat transfer.

The general form of k–e models can be expressed as fol-
lows with constants and damping functions defined in
Appendix 1:
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where gx ¼ �g for upward flow, gx ¼ g for downward flow
and ch ¼ 0:3.

Turbulence dissipation rate
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The V2F model [32] has two additional equations (for ev2

and ~f ) and additional parameters as shown below:
Turbulent velocity scale ð ev2Þ
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Here, the turbulent viscosity is defined as follows:
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C1 ¼ 1:4, C2 ¼ 0:3, Cg ¼ 70, Cl ¼ 0:22, CL ¼ 0:23. Con-
ceptually, Eq. (10) can be re-written in the form of Eq. (5)
with the damping function fl defined as:

fl ¼ ev2T t=ð~k2=~eÞ: ð11Þ
2.3. Numerical method

The current computational study has been conducted
using an ‘in-house’ CFD code named SWIRL based on
the widely used finite volume scheme. The staggered grid
arrangement was used to define the variables. The QUICK
scheme was used for approximating the convection terms
in the momentum equations and the UPWIND scheme
was used for other transport equations for reasons of
numerical stability which is an important issue when super-
critical fluid is considered. The SIMPLE scheme was used
for coupling the pressure and the velocity fields. The resul-
tant five-point coefficient matrix system was solved itera-
tively using the line-by-line TDMA algorithm. To be
consistent with the DNS, the pressure and temperature
dependent properties of carbon dioxide were calculated
using the program PROPATH [24]. The complete compu-
tational domain, which covered the whole heated length of
the test section and around 40 diameter length of the pre-
heated section and ranged from the centre of the tube to
the inner wall, was discretized into a mesh of grids, typi-
cally, 120 � 106 (axial � radial). The mesh was refined in
the radial direction towards the tube wall. It was also
refined in the axial direction towards the region where
the heating commenced. The mesh was adjusted in each
individual run to ensure that the near-wall flow features
were properly resolved and the y+ value at the first node
of the mesh was always less than 0.5. The computer code
SWIRL was previously used and validated in several earlier
studies of convective heat transfer. These include modelling
of experiments of Jiang et al. [12] for mini/micro-channels
in which excellent agreement between experiments and sim-
ulations was achieved [17] and modelling of experiments of
Fewster and Jackson [33] which were carried out at a pres-
sure just above the critical value [34]. Turbulence models
used in the latter study were not able to reproduce the dra-
matic changes in the variations of wall temperatures exhib-
ited by the experimental data which resulted from the very
strong variations of thermal properties with temperature of
the fluid at a pressure close to the critical value. However
the general trend was well captured.

3. Results and discussion

3.1. Prediction of wall temperature

Fig. 1 shows the development of the wall temperature in
several cases predicted by various turbulence models
together with those obtained from the DNS. It is clear that,
the LS, YS and AKN models consistently over-predict the
wall temperature for each of the cases. The CH and MK
models reproduce the DNS wall temperature fairly well
for cases A and B, but over-predict it for cases C and D
although to a lesser extent than the first group of models
do. The V2F model appears to produce the best prediction
of wall temperature among all the models tested whereas
the performance of the WI is similar to that of the second
group of the models. In an early study reported in Kim
et al. [35], turbulence models were categorized into two
groups, i.e., those whose damping functions respond rather
strongly to changes in local flow conditions (Group I
model), and those whose damping function do not (or only
weakly) respond to local flow conditions (Group II).
Examples of damping functions used in Group I models
are those based on Ret ¼ k2=et and those used in Group
II are those based on yþ. The LS, YS and AKN models
were then identified as Group I models and CH and MK
Group II models in that study. It is of interest to note that
models from the same group again perform in a similar
manner in the current simulations as seen above.
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Fig. 1. Development of wall and bulk temperatures along the pipe.

4664 S. He et al. / International Journal of Heat and Mass Transfer 51 (2008) 4659–4675
The effects of buoyancy and flow acceleration on heat
transfer can be better studied by considering the ratio of
the Nusselt number in the mixed convection flow to that
in a flow under corresponding conditions but with the
influences of buoyancy and flow acceleration absent. Nus-
selt numbers for the latter can be calculated using semi-
empirical correlations for forced convection heat transfer
without corrections accounting for buoyancy or accelera-
tion. Such Nusselt number ratios calculated from the
results of simulations using the various turbulence models
and those from the DNS data for the location at x/
R = 60 are shown in Fig. 2. The reference Nusselt number
Nuf is calculated using the modified Krasnoshchekov and
Protopopov correlation (see [23]):

Nuf ¼ 0:0183Re0:82
b Pr0:4

b

qw

qb

� �0:3 cp

cpb

� �n

ð12Þ

where �cp ¼ 1
T w�T b

R T w

T b
cpdT ¼ hw�hb

T w�T b
and the exponent n is

obtained from
n ¼
0:4 for T b < T w 6 T pc or 1:2T pc 6 T b < T w;

0:4þ 0:2ðT w=T pc � 1Þ for T b 6 T pc < T w;

0:4þ 0:2ðT w=T pc � 1Þ½1� 5ðT b=T pc � 1Þ� for T pc < T b 6 1:2T pc and T b < T w

8><>: ð13Þ
First consider Case A, in which the buoyancy term in
the momentum equation has been removed, hence noted
as forced convection. Under such a condition, heat transfer
deterioration that exhibits in the results (e.g., the Nusselt
number ratio being smaller than unity) is caused purely
by thermally induced flow acceleration. The DNS data
show a 20% reduction in Nu, which has been well repro-
duced by Group II models as well as by the V2F and WI
models. Group I models predict much larger reductions
in Nu. Case B represents a condition where the flow is lar-
gely laminarized and severe heat transfer deterioration
occurs due to the combined influence of buoyancy and flow
acceleration. Again, Group II models and the V2F repro-
duce the DNS data closely but WI in this case under-pre-
dicts heat transfer deterioration. Group I models again
over-predict heat transfer deterioration. Cases C and D
represent a condition in which buoyancy is so strong that
the velocity profile is inverted to an M-shape with the max-
imum velocity moving away from the centre to a location
close to the wall. Mixed convection under such a condition
is said to have reached the recovery regime since turbulence
begins to be regenerated in the core due to the inverted
velocity profile, leading to heat transfer improvement. In
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fact, heat transfer can even be more effective than in forced
convection, which is represented by a Nu ratio greater than
unity. It is clear that under these conditions, all models sig-
nificantly under-predict heat transfer recovery except in
Case D where V2F appears to predict a Nu ratio close to
the DNS value.

The above observations on the performance of Groups I
and II models compare interestingly with the results of Kim
et al. [35] mentioned above in which the performance of
turbulence models for the prediction of mixed convection
were assessed for conditions at which fluid properties were
taken to be constant and buoyancy was accounted for using
the Boussinesq approach. It was then found that Group I
and V2F models performed generally well in predicting
heat transfer deterioration due to buoyancy whereas Group
II models often responded too slow and too weak to the
effect of buoyancy and consequently predicted lower wall
temperatures than those obtained from DNS under the
same conditions. The performance of the models was asso-
ciated with the ability of the damping functions of the
respective group of models responding to local flow condi-
tions. Although models from the same group again perform
in a similar manner in the current study, Group II models
now appear to perform better than Group I models, the
reasons of which will be discussed in the following section.

In the following sections, discussion will be based on
results from two representative models, namely, the LS
and the V2F models. The former represents Group I
models where the latter, although not exactly a Group II
model itself, often behaves in a very similar manner as a
Group II model does in the current application. General
conclusions will be drawn regarding other models wherever
appropriate.
3.2. Velocity and turbulence fields

Figs. 3–5 show comparisons between the predictions of
the LS and V2F models and the DNS of profiles of (a)
the mean velocity, (b) turbulent kinetic energy and (c) tur-
bulent shear stress at several locations along the heated
pipe for cases A, B and D, respectively.
3.2.1. Forced convection (Case A)

The DNS results show that the velocity profile is flat-
tened soon after the beginning of the heating under the
influences of flow acceleration due to expansion of fluid
with increasing temperature which is particularly strong
near the pseudo-critical temperature. The overall level of
turbulence quantities (~k and fuv) tends to reduce as the flow
proceeds downstream, although near the wall (y+ < 10), the
normalised turbulent kinetic energy actually increases
exhibiting a trend opposite to those commonly found in
accelerating flows. This rather ‘abnormal’ effect is likely
to be associated with the very non-uniform distribution
of the local acceleration resulting from the characteristic
variations of properties of fluid near the pseudo-critical
temperature.

In response to the thermally induced flow acceleration,
the LS model predicts successively reducing turbulence
along the heated tube at a fashion significantly stronger
than that exhibited by the DNS data. It is particularly
noticeable that the turbulence (both ~k and fuv) reduces very
fast near the wall and nearly completely diminishes
towards the end of the pipe showing a trend opposite to
that exhibited by DNS. As a result, the effectiveness of heat
transfer predicted by this model is much worsened leading
to a wall temperature significantly higher than that of the
DNS as seen earlier in Fig. 1.

The V2F model predictions follow fairly closely the
DNS data with turbulence gradually reducing as flow pro-
ceeding downstream. The turbulence retains a fairly high
level near the wall towards the later stages of the flow
though the peaking in this region exhibited by the DNS
results is not seen. The latter is likely to be responsible
for the small but clear deviation of the wall temperature
of the V2F model from that of the DNS shown in Fig. 1.

3.2.2. Laminarization of flow due to influence of buoyancy

(Case B)

The basic flow condition in Case B is the same as in Case
A except that the buoyant force is now included in the gov-
erning equations solved in the simulations. In a heated
upward flow, buoyancy has an effect of increasing the
velocity gradient very close to the wall and flattening it fur-
ther out. This adds onto the effect of acceleration causing
turbulence to reduce even further resulting in more severe
flow laminarization as shown in the DNS results, although
turbulent kinetic energy still exhibits a peak near the wall.

The LS model again predicts a faster and stronger flow
laminarization than that exhibits by the DNS (Fig. 4). This
is particularly true near the wall (y+ < 20) where the LS
model predicts turbulence diminishing completely. In fact,
under the combined action of the acceleration and buoy-
ancy, the flow predicted by the LS model begins to show
signs of flow recovery after past through the worst flow
laminarization, that is, the mean velocity begins to show
an M-shaped profile and a small negative shear stress is
produced. Consequently heat transfer begins to improve
slightly and the wall temperature predicted by this model
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Fig. 3. Forced convection with the influence of thermally induced flow acceleration (Case A).
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increases slower in Case B than in Case A towards the later
stages of the flow.

The prediction of the V2F model follows very closely the
DNS data over the entire length of the heated pipe with the
reduction of the turbulence as well as the mean velocity
profiles closely reproduced. The only exception is again
the peaking of turbulence near the wall exhibited by
DNS not being reproduced. Nevertheless the variation of
the wall temperature was well reproduced as discussed ear-
lier (Fig. 1).

The wall temperature predicted by other models is also
consistent with the turbulence predicted by them. For
Group II models (including CH and MK) turbulence pre-
dicted shows a trend generally similar to that of the V2F
model although a slight over-prediction of the reduction
of turbulence in response to the influence of buoyancy is
observed. All Group I models (such as YS and AKN) on
the other hand significantly over-predict turbulence reduc-
tion, closely following the trend exhibited by the LS model.

To understand the reasons for the different perfor-
mances of the various turbulence models, the radial profiles
of the damping function fl at the various stages of the flow
are shown in Fig. 6. Values of fl were calculated using Eq.
(4) for the LS model and DNS, and Eq. (11) for the V2F
model. The DNS result shows that the damping function
actually increases over the first half length of the pipe, only
reducing slightly towards the end of the heated flow in the
near-wall region, although the overall turbulence deceases
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Fig. 4. Mixed convection with strong flow re-laminarization (Case B).

S. He et al. / International Journal of Heat and Mass Transfer 51 (2008) 4659–4675 4667
monotonically along the flow. Even at the end of the pipe,
the value of the damping function actually increases dra-
matically away from the wall region (y+ > 40). The damp-
ing function of the LS model reduces significantly near the
wall at x/R = 30. By the end of the heated flow (x/R = 60),
the function remains close to zero up to y+ = 20. It is inter-
esting to note though, that turbulent shear stress predicted
by the LS model remains close to zero for a much greater
distance from the wall (up to y+ = 50). A closer inspection
of the results suggests that this is due to the very flat distri-
bution of the velocity profile, leading to a much reduced
value of fuv. This will be discussed further in the following
sub-section. On the other hand, the development of the
damping function fl of the V2F model follows closely
the DNS results, being consistent with the performance
of this model shown above. The only exception is the
absence of the very large values in the core region at the
end of the pipe exhibited by the DNS, but this appears to
have little effect on the overall performance of the model.
For Group II models, the damping function remains little
changed along the pipe of the heated flow since fl is a func-
tion of y+ or other variables which do not change with the
distortion of the local flow (see Kim et al. [35]). Interest-
ingly, this no-change behaviour appears to have a similar
effect to the non-monotonic behaviour of the fl of DNS
described above, predicting a turbulence distribution rea-
sonably close to that of the DNS.

In the study of air flow reported in Kim et al. [35], it was
found important that the damping function of the turbu-
lence model was able to respond to local flows. Group I
models were found to perform significantly better than
Group II models which was then associated with the ability
of the damping functions of the latter group being respon-
sive to local flows. Although at first sight the current results
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Fig. 5. Mixed convection in the recovery regime (Case D).
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appear to contradict the above conclusions with Group I
models now producing less satisfactory results, this is actu-
ally not difficult to explain: (i) the general trend of the per-
formance of the turbulence models shown in the two
studies is actually quite consistent. In both the current
study and that reported in [35], Group I models always
respond to the flow distortion more strongly than Group
II models do. The reason for the less satisfactory perfor-
mance of Group I models in the current study is that they
over-respond to flow distortions and dampened turbulence
too soon and too strongly. Although being slow in
responding to buoyancy effect under conditions considered
in Kim at el. [35], Group II models on the other hand pro-
duce better results under the current conditions when both
acceleration and buoyancy effects co-exist. This is expected
to be caused by some cancelling effects. (ii) On the other
hand, the conditions of the flows in the two studies are
so different some changes in the performance of the turbu-
lence models are understandable. Firstly, the Boussinesq
simplification was used in [35] and therefore the flow accel-
eration due to heating was absent. The results shown here
for Case A suggest that Group I models (including LS)
over-laminarize the flow and cause strong heat transfer
deterioration in response to the influence of thermally
induced flow acceleration. The damping function of Group
I models reduces significantly near the wall although that
exhibited by the DNS showing a slight increase initially fol-
lowed by a reduction back to its original value. Clearly
such a defect of Group I models did not show in Kim
et al. [35]. Secondly, the flow simulated in Kim et al. was
at atmospheric pressure and the working fluid (air) was
assumed to follow the ideal gas law. The variation of fluid
properties with temperature in a flow at a supercritical
pressure, such as in the present study, is significantly differ-
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ent from the ideal gas law, leading to a much different dis-
tribution of buoyancy force. Fig. 7 shows the distribution
of the density in Case B compared with density distribution
calculated using the ideal gas law. The difference is obvi-
ous: in the case of supercritical pressure fluid, there appears
to be an annular region of light fluid next to the wall (up to
y+ = 20 at x/D = 60) and a denser fluid in the core region.
The density increases sharply within a thin layer, which is
centred at the location where the fluid temperature takes
the pseudo-critical value. The density distribution of air
is on the other hand a simple one, increasing linearly from
a lower value at the wall to that of the bulk within the ther-
mal boundary layer.

3.2.3. Flow laminarization and recovery under strong

influence of buoyancy (Case D)
In the strongly buoyancy-influenced flow (Case D), the

DNS shows that the mean velocity profile is quickly flat-
tened soon after the start of heating, followed by further
distortions downstream becoming an inverted M-shaped
distribution (Fig. 5). Turbulence production reduces ini-
tially (x/R = 10), but as the velocity turns into an M-shape,
negative shear stress is produced in the core of the pipe and
turbulent kinetic energy increases again.

Both the LS and V2F models reproduce the overall
trend of flow re-laminarization and recovery, yet their
detailed predictions differ significantly from the DNS
results. An interesting observation in the DNS is that tur-
bulence has never completely diminished as the flow
approaches ‘laminarization’, noting for example the
changes between x/R = 10 and 15: (i) negative fuv is gener-
ated near the wall well before fuv is completely dampened
out in the core and (ii) turbulent kinetic energy remains
at a significant level throughout the period of the ‘so-called’
flow laminarization, particularly near the wall. Both LS
and V2F models however predict a much stronger flow
laminarization with very low fuv at some stage of the flow,
although the V2F model does so to a lesser extent. The
strong recovery of turbulent kinetic energy downstream
exhibited by the DNS is significantly under-predicted by
both models. This contributes to the failure of these turbu-
lence models (and other models tested) in successfully
reproducing the strong recovery of heat transfer in strongly
buoyancy-influenced flows (Cases C and D).

An important feature of strongly buoyancy-influenced
flows is that the velocity profile takes an inverted M-shape
with the maximum velocity moving away from the centre
of the pipe to a location close to the wall, resulting in a
low (including zero) velocity gradient zone. For eddy vis-
cosity turbulence models, this leads to a zone of very low
turbulent shear stress. A closer inspection of the DNS
results however shows that the locations of the zero-veloc-
ity gradient and zero turbulent shear do not coincide. The
former is often over some 10 wall units further away from
the wall and the value of fuv in the low/zero velocity gradi-
ent region can in fact be very big. The eddy viscosity mod-
els are clearly intrinsically incapable of predicting this
effect.

It is interesting to note that as the buoyancy becomes
extremely strong, such as towards the end of the heated
flow in Case D, both LS and V2F begin to produce very
good predictions of fuv, but still significantly low turbulent
kinetic energy in comparison with the DNS results, espe-
cially near the wall.

Bae et al. [23] commented that, in flows involving a fluid
at supercritical pressure, the axial turbulent heat flux qu00h00
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can be significantly greater than the radial flux qv00h00 and
that the direction of the axial flux can be opposite to the
local temperature gradient, both of which will pose a chal-
lenge to turbulence modelling. Fig. 8 shows the radial pro-
files of the axial and radial fluxes obtained from DNS for
several axial locations along the heated pipe in Cases B
and D. It is clear that (i) the axial flux is always an order
of magnitude greater than the radial flux (Note that
qu00h00 has been scaled down 10 times to ensure all of the
curves in the figure to be legible); (ii) the axial flux is always
negative in Case B whereas it is positive for most part of
the heated section in Case D. It should be noted however
that turbulent heat flux appears in the energy transport
equation in the form of gradient, that is,
oðqu00h00Þ
ox

and
oðqv00h00Þ

oy
ð14Þ
Physically, this means that the contribution of the flux to
the energy balance of any finite element of fluid in the flow
is the difference between the incoming and out-going fluxes
from the two opposite surfaces. The larger the gradient the
greater the difference. Such ‘gradients’ are shown in Fig. 9.
It is clear that except at the very beginning of the heated
flow, the contribution of the axial flux is insignificant in
comparison to that of the radial flux. This is due to the fact
that the radial temperature gradient in the thermal bound-
ary layer is many times greater than the axial temperature
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gradient. Consequently, although the axial flux is big, its
gradient is actually small.

Next, it is of interest to examine the suitability of the
assumption of constant turbulent Prandtl number. For
most eddy viscosity models, the transport equations for
turbulent heat flux are not solved, instead heat flux is mod-
elled using turbulent viscosity and the mean temperature
gradient as follows:

qu00h00 ¼ �lt

rT

o~h
ox

and qv00h00 ¼ �lt

rT

o~h
oy

ð15Þ

where rT is the turbulent Prandtl number which is nor-
mally taken as a constant say 0.9. Figs. 8 and 9 discussed
above also show the modelled heat flux calculated using
the above equation based on DNS data. Here, the turbu-
lent viscosity lt was calculated as follows:

�lt ¼ �qfuv=ðo~u=oy þ o~v=oxÞ ð16Þ

It is clear that Eq. (15) fails completely to model the large
axial heat flux shown in Fig. 8. However since the ‘gradi-
ent’ is insignificant in comparison with the radial heat flux
as shown in Fig. 9, this defect should not result in large
uncertainties in the overall modelling results. For the radial
heat flux, the model reproduces turbulent heat flux very
well for Case B over most of the heated length except for
near the start of heating. For the strong-buoyancy-influ-
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enced flows, Case D (and C, not shown here) however,
models based on the constant turbulent Prandtl number
assumption will have difficulty around the region where
the mean velocity gradient is low. As shown in Figs. 8
and 9, the modelled flux and its gradient tend to become
unreasonably high there. Even the direction of the flux
may be predicted incorrectly in some regions. This is an-
other reason for which the turbulence models tested here
are unable to predict the heat transfer recovery in flows
where buoyancy is very strong.

3.3. Shear and buoyancy production of turbulence

Fig. 10 shows the shear and buoyancy production of
turbulence predicted using the LS and V2F models
together with those obtained from DNS. It is useful to
summarise the trend exhibited by the DNS data first. The
peak shear production is always located around yþ ¼ 8.
This is not affected by the inversion of the mean velocity
profile (Cases C and D). It is interesting to note that the
shear production reduces as the influence of buoyancy
increases, from B to C to D, although ~k gradually increases
in these cases, as expected for recovery flows. In the region
near the wall, buoyancy production is positive in case B but
becomes negative in cases C and D. Taking together the
above, the total turbulence production reduces with the
increase of buoyancy in the recovery regime although tur-
bulent kinetic energy increases. This can only happen if
the dissipation of turbulent kinetic energy ð~eÞ reduces even
faster, which is clearly the case. Consequently, in the recov-
ery regime, turbulence is produced and destroyed at a
much slower rate even when turbulence is high.

The shear and buoyancy productions predicted by the
LS model are much smaller than those obtained from the
DNS results. A closer inspection of the results however
shows that the trend exhibited by the DNS is more or less
reproduced. It is of interest to note that turbulent kinetic
energy predicted by the model for Case D is only slightly
smaller than that of the DNS although the productions
of turbulence are significantly under-predicted by the
model. The prediction of the shear production of the
V2F model is significantly better than that of the LS model
although the comparison with the DNS data is still unsat-
isfactory. The prediction of the buoyancy production is
generally very bad although for the strongest buoyancy-
influenced flow (Case D) the general shape of the distribu-
tion is closely predicted, showing good potential.
4. Conclusions

The performance of a number of low-Reynolds number
turbulence models in predicting heat transfer to carbon
dioxide at a supercritical pressure has been assessed by
comparing model predictions with DNS. The study has
been carried out using an in-house CFD code based on
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Favre averaging approach. The main conclusions are as
follows:

� Low-Reynolds number turbulence models whose damp-
ing functions are based on variables readily respond-
ing to buoyancy and flow acceleration (i.e., Group I
models, e.g. LS, YS and AKN) significantly over-pre-
dict flow laminarization and therefore heat transfer
deterioration.
� Turbulence models whose damping functions are based

on variables not responding to buoyancy/flow accelera-
tion (i.e., Group II models, e.g. CH and MK) reproduce
closely the variations of wall temperature exhibited in
the DNS in the forced convection and flow laminariza-
tion cases (A and B) although detailed characteristics
of the flow and turbulence were not reproduced. The
better performance is due to some cancelling effects.
� The V2F model produces the best predictions among all

the turbulence models tested.
� Most turbulence models tested reproduce turbulent

kinetic energy recovery reasonably well but not the
(B) Functions in the turbulence models

Code fl f

AKN
1þ 5

Re0:75
t

exp � Ret

200

� �2
	 
h i

1� exp � y�

14

	 
	 
2 1

LS exp �3:4
ð1þRet=50Þ2

h i
1

CH 1� expð�0:0115yþÞ 1

WI 1.0 1

YS ð1þ 1=
ffiffiffiffiffiffiffi
Ret

p
Þ 1� exp

�1:5� 10�4Rey

�5:0� 10�7Re3
y

�1:0� 10�10Re5
y

0B@
1CA

264
375

0:5

1

MK ½1� expð�yþ=70Þ� 1þ 3:45

Re1=2
t

� �
1

V2F v2

~k
1

(A) Constants in the turbulence models

Model Code Cl

(1) Abe–Kondoh–Nagano (1994) AKN 0.0
(2) Launder–Sharma (1974) LS 0.0
(3) Chien (1982) CH 0.0
(4) Wilcox (1988) WI 0.0
(5) Yang–Shih (1993) YS 0.0
(6) Myoung–Kasagi (1990) MK 0.0
(7) V2-F (1998) V2F 0.2
improvement on heat transfer in the strongly buoy-
ancy-influenced cases (C and D). This is partly attrib-
uted to the inability of turbulence models in
reproducing turbulent heat flux using a constant turbu-
lent Prandtl number. The effect of the lack of a suitable
description of axial turbulent heat flux has been shown
to be insignificant except at the very beginning of
heating.
� The buoyancy production of turbulence is not repro-

duced by any models tested.
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Appendix 1. Details of the turbulence models
1 f2

.0
1� 0:3 exp � Ret

6:5

� �2
	 
n o

1� exp � y�

3:1

	 
h i2

.0 1� 0:3 expð�Re2
t Þ

.0 1� 0:22 exp
�Re2

t
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.0 1.0
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Ret

p

þ
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Ret

p
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Ret

p
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9 exp � Ret
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n o
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h i2
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q
1.0

Ce1 Ce2 rk re

9 1.50 1.90 1.4 1.4
9 1.44 1.92 1.0 1.3
9 1.35 1.80 1.0 1.3
9 1.55 1.83 2.0 2.0
9 1.44 1.92 1.0 1.3
9 1.40 1.80 1.4 1.3
2 1.4 1.9 1.0 1.3



(C) D and E terms and wall boundary conditions for ~k and ~e

Code D E Wall BC
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Note Ret ¼ �q~k2

�l~e ; Rey ¼ y�q~k1=2
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(1) The Wilcox model equation was converted to an equation for e.
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